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The role of oriented gestures is crucial while solving spatial problems. 
We analyze the influence of a robot, using oriented gestures, on a human. 
In an experimental situation robot F-2 was helping a human to solve a “tan-
gram” puzzle. Robot was indicating in speech, which game element to take 
and where to place it. In a half of the tasks the robot was using oriented com-
municative actions (hand gestures, head movements and gaze) to indicate 
the required game element, and then—the game position to place it in. In the 
other half of tasks, the robot was using non-oriented gestures. We show, that 
the use of oriented gestures increases the attractiveness of a robot to hu-
man and rises the general satisfaction of the interaction with the robot.
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Several sciences—linguistics, psychology and social robotics—cooperate in or-
der to explore the capabilities of a robot to maintain natural communication with hu-
mans. This area has a wide research potential—in particular, the search for “natural” 
and easy-to-use user interfaces is of fundamental importance [Breazeal, Scassellati, 
2002]; [Beuter, Spexard et al., 2008]; [Klamer et al., 2011]. At the same time, this be-
havior of a robot should be as close as possible to the communicative behavior of a hu-
man, therefore—should be complex and diverse.

The interaction between a robot and a human can be modelled and studied 
in three modules: multimodal, cognitive and emotional [Lee et al., 2005]. Cognitive 
interaction is the ability of a robot to understand user’s commands, emotional interac-
tion is necessary to maintain positive relations between a robot and a user, and the 
multimodal module represents the means of interaction that are most convenient and 
familiar to humans. Many studies have shown that non-verbal communication plays 
an important role in coordinating actions when a robot and a person work together. 
In [Breazeal, 2003] it is experimentally proved that on the one hand, people send 
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a robot to perform a physical task using speech and gesture. On the other hand, the 
non-verbal behavior of the robot has a positive effect on the success of solving the 
problem during human-computer interaction. In [Cabibihan, et al, 2009] it is shown 
that the pointing gestures accompanying the speech facilitate the understanding 
of spatial information in a videoconference. The authors in an experimental study 
proved that the use of pointing gestures increases the speed and accuracy of the task. 
Researchers [Häring, et al, 2012] studied the influence of gaze and pointing gestures 
of a humanoid robot on human performance in solving abstract puzzles of varying 
complexity. The authors confirmed that the directional gaze of the robot usually 
improves the interaction. At the same time, the authors have shown that additional 
pointing gestures are often necessary to make the interaction between the robot and 
a user more effective.

In [Salem et al., 2012] it is shown that participants evaluate the robot more posi-
tively when its nonverbal behavior (hand gestures) is reproduced along with speech, 
even if speech and gestures are semantically incongruent. The interaction between 
the robot and a user was evaluated in three experimental conditions: (1) unimodal—
speech statements only, (2) congruent multimodal—semantically matching speech 
and gestures and (3) incongruent multimodal—semantically non-matching speech 
utterances and gestures. The authors have revealed an interesting effect: in the third 
condition, the robot was evaluated as more lively, active, friendly, sociable and cheer-
ful compared to the robot in the second condition. That is, the robot was perceived 
more positively when the gesture did not correspond to the statement. The research-
ers suggested that the communicative behavior of the robot is positively evaluated 
by the user when it is potentially less predictable, and the robot is “imperfect”.

In our work, we decided to test the effect of robot’s oriented gestures on par-
ticipants in an experimental study. We assumed that participants would prefer the 
robot that helps them and also uses pointing communicative actions. The study was 
conducted using F-2 robot, an experimental platform for studying the interaction be-
tween humans and robots. On the one hand, F-2 robot can construct a semantic text 
representation using the syntax parser [Kotov et al, 2015], [2017], [2018]. On the 
other hand, the robot selects communicative responses to the constructed meaning 
and reproduces the gestures and expressional patterns using the behavior manage-
ment system [Kotov et al, 2019]; [Zinina et al., 2018].

1. Research procedure

In this experiment the robot helped participants to complete a Tangram puzzle. 
This puzzle is a well-known experimental media for studies of natural human com-
munication [Clark, Wilkes-Gibbs, 1986], development of linguistic resources [Shore 
et al, 2018], [Gnjatović, Rösner, 2019] as well as for the design of robot communica-
tive strategies [Kirschner et al., 2016]. The puzzle consists of 7 elements of different 
color, shape and size (two big triangles: red and blue, two small triangles: yellow and 
dark-blue, a middle green triangle, an orange parallelogram and a purple square—see 
Fig. 1). The task of a participant was to arrange the elements within a given contour 
on a white sheet. It was allowed to turn the tangram elements upside down.
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Fig. 1. Tangram puzzle

During the experiment a participant was to complete: Parallelogram, Whale, Tri-
angle and Ship figures (Fig. 2). The order of tasks presentation was random. The robot 
was located on the table in front of the participant and used speech instructions, ges-
tures and gaze, instructing the participant to put a certain element on a certain place. 
Before each task the game elements were placed in front of the participant on the 
left and right sides of the playing field. Two paired elements (large triangles; small 
triangles) were always placed on different sides of the playing field. In its speech in-
structions the robot has always been referring to an element by its shape and size (not 
by color). Thus, an ambiguous reference in speech had been appearing when the robot 
mentioned one of the paired elements, such as Take a big triangle!

The behavioral scripts of the robot were organized as sequences of BML (Behav-
ior Markup Language) packets: one sequence per task. The experiment was organized 
in the paradigm of the Wizard of Oz [Kelley, 1984] in which the moves by the player 
were evaluated as successful or not by a remotely located human operator. The robot 
was controlled through a Python script that has been sending BML packets to the ro-
bot. Special groups of BMLs were developed for a successful move by the player and 
for an unsuccessful move: wrong position or wrong game element. If the user’s actions 
were correct, the operator gave the robot a command to praise the user and move on. 
If the participant was mistaken, the robot, according to the operator’s command, in-
formed the participant of the error and repeated the previous instruction. If the user 
has solved the entire figure before the end of BML protocol, the operator gave a com-
mand to the robot to praise the participant for successful work. The whole experiment 
was recorded from two viewpoints: the experimental situation from the side with the 
view on a player (Fig. 3) and the top view of the playing field (Fig. 4).
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 (a) Parallelogram  (b) Whale

 (c) Triangle  (d) Ship

Fig. 2. Tangram figures for experimental tasks

Fig. 3. Experimental setup: side view Fig. 4. Experimental setup: top view

The experiment involved 31 participants (12 female, 19 male), at a mean age 
27.4. Among respondents 29 (90,7%) held tertiary education qualifications, 2 (9.3%) 
were students.

2. Experimental conditions

Two experimental conditions had to examine the role of pointing gestures/gaze 
within the game: in these conditions the robot helped a participant in different ways.

Condition 1: The robot accompanied its instructions by oriented communicative 
actions: it used pointing hand gestures, head and eye movements (Fig. 5). The robot 
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performed the oriented gestures while instructing the participant, which element 
to take and where to place it. For example, the robot pronounced: Take this (pointed 
and looked at the element) little triangle. In this experimental condition each partici-
pant completed Parallelogram and Whale figures.

Condition 2: The robot did not use pointing gestures, its speech instructions 
were accompanied by non-oriented movements of hands, head and eyes (Fig. 6). The 
movements of the robot were selected in such a way as to exclude any directions to the 
game elements or sides of the playing field. For example, the head tilts were performed 
along a straight vertical path, eyes could only move up and down, and hand gestures 
were strictly symmetrical, performed by both hands. In this experimental condition 
the participant completed Triangle and Ship figures.

Fig. 5. Condition 1:  
Pointing gestures

Fig. 6. Condition 2: 
Symmetric gestures

Tasks with different experimental conditions were presented in random order. 
After the experiment participants had to fill out a questionnaire: describe the dif-
ference in robot’s behavior, choose the preferred condition and rate the robot in two 
experimental conditions on five-point semantic differential scales. In addition, the 
experiment recorded objective indicators—the speed of solving each task and the 
number of participants’ errors.

3. Results

The experiment took 8.5 minutes on average. Whale took the longest time 
to complete (1 minute 44 seconds) and Ship took the shortest time (1 minute 14 sec-
onds) (Fig. 7). Whale was also the most complex figure—the participants made the 
most mistakes while completing this figure. The simplest figure for the participants 
was Triangle (Fig. 8).
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Fig. 7. Tasks solving time (s)

Fig. 8. The number of mistakes

64.5% of the participants preferred the robot pointing to the tangram elements 
and their locations; 32.3% of respondents equally liked the robot in two experimental 
conditions. The participants noted that they were waiting for clues from the robot 
when the conditions were changed. As soon as the robot stopped using pointing ges-
tures, the participants chose the elements longer and more often doubted their positi-
osn inside the contour. Only one participant (3.2% of the entire sample) preferred the 
robot that did not use oriented gestures in its instructions. This could be explained, 
as the participant was mistaken four times while completing Whale figure (a task with 
pointing gestures). Because of this, the robot repeated the instruction four times and 
the participant, as he has indicated in the self-report, “felt foolish.”

The difference between the experimental conditions was not obvious for par-
ticipants: only half of the players (15 people; 48.4% of the total group) noticed the 
difference between robot’s performance with and without pointing gestures. Ac-
cording to the results of the experiment, most participants (20 people, 64.5% of the 
total group) significantly preferred the robot with oriented gestures (Condition 1) 
(chi-squared 18.1, p < 0.01). Therefore, the assessment can be implicit because the 
participants didn’t always distinguish two experimental conditions, but much more 
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often preferred the robot that indicates the necessary element and its location in the 
contour with the help of head, eye and hand movements.

At the same time, a nonverbal instruction was significant even for the partici-
pants, who did not notice the difference. We have evaluated the participants’ choice 
for a Tangram paired element to analyze the implicit perception of robot’s pointing 
gestures. When two paired elements are not yet used and are placed on the two sides 
of the playing field, the robot may refer to such an element ambiguously as big triangle 
or small triangle. When the robot used a pointing gesture with this reference (on left 
or right side), the participants followed this nonverbal indication in 91.1% of cases and 
took the element the robot was pointing at. This can indicate the substantial influence 
of oriented gestures on the user’s behavior, even if the user did not reflect this influ-
ence in the self-report.

In the study, we did not identify a link between the preferred condition and 
whether the participants noticed the difference between the conditions (chi-squared 2.7, 
p > 0.05). According to the collected data, 16 respondents (51.6% of the whole group) 
stated that they did not notice the difference between the robot that used pointing ges-
tures and the robot that accompanied its instructions with non-oriented movements. 
These participants in 43.7% of the cases equally evaluated the attractiveness of the 
robot. However, even these participants followed the robot’s gestural instructions 
in 78.5% of cases. Therefore, one could speak of the implicit influence of the robot ori-
ented gestures on a user behavior, even if the user did not clearly realize this influence.

Moreover, there are cases when participants for several seconds wait for the ro-
bot’s pointing gesture to resolve the ambiguity (for example, when the participant se-
lects one of the small or large triangles). In addition, we can observe “reverse” in par-
ticipants’ gestures. Reverse is a reciprocating motion when choosing a certain figure. 
For example, the robot instructs the user: Take the little triangle. After that the user 
brings one hand to one triangle, and another—to the second triangle. The participant 
can look like “frozen” while he waits for the pointing gesture of the robot.

11 people (73.3%) out of those who noticed the difference in the robot’s be-
havior (15 people, 48.4% of the whole sample) prefer robots using pointing gestures 
(Condition 1). This distribution does not correspond to the normal (chi-squared 9.9, 
p < 0.01), therefore, these parameters are correlated. There are also those participants 
who equally evaluate robots in different conditions. It can be assumed that these partici-
pants preferred verbal instructions, when evaluating robots. The differences between 
the conditions obtained with the standard scales of the semantic differential is not 
revealed.

4. Conclusion

We conducted a study that provides further insights into the question of robot-to-
human interaction. As we have shown, the robot’s oriented gestures in solving a spa-
tial problem are important to give a positive impression on a user. Results showed that 
participants significantly preferred when the robot used oriented gestures rather than 
it did not use pointing gestures. This effect is observed even if the participants did not 
explicitly notice the difference between pointing and non-pointing behavior.
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The obtained results open up perspective for a further research on the interac-
tion between robot and humans. Within future studies we plan to evaluate the contri-
bution of expressive means of the robot to its attractiveness for a user, the influence 
of the shape designation method on the efficiency of solving the problem, etc.

Moreover, the developed system becomes helps to test communicative strategies 
(for example, using positive or negative feedback) and styles in a dialogue between 
robot a user as well as is to evaluate the effectiveness of such strategies in different 
communication situations and in different socio-demographic groups.
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